Use of a scenario-neutral approach to identify the key hydro-meteorological attributes that impact runoff from a natural catchment
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Abstract

Scenario-neutral approaches are being used increasingly for assessing the potential impact of climate change on water resource systems, as these approaches allow the performance of these systems to be evaluated independently of climate change projections. However, practical implementations of these approaches are still scarce, with a key limitation being the difficulty of generating a range of plausible future time series of hydro-meteorological data. In this study, we apply a recently developed inverse stochastic generation approach to support the scenario-neutral analysis, and thus identify the key hydro-meteorological variables to which the system is most sensitive. The stochastic generator simulates synthetic hydro-meteorological time series that represent plausible future changes in (1) the average, extremes and seasonal patterns of rainfall; and (2) the average values of temperature ($T_a$), relative humidity ($RH$) and wind speed ($u_z$) as variables that drive PET. These hydro-meteorological time series are then fed through a conceptual rainfall-runoff model to simulate the potential changes in runoff as a function of changes in the hydro-meteorological variables, and runoff sensitivity is assessed with both correlation and Sobol' sensitivity analyses. The method was applied to a case study catchment in South Australia, and the results showed that the most important hydro-meteorological attributes for runoff were winter rainfall followed by the annual average rainfall, while the PET-related meteorological variables had comparatively little impact. The high importance of winter rainfall can be related to the winter-dominated nature of both the rainfall and runoff regimes in this catchment. The approach illustrated in this study can greatly enhance our understanding of the key hydro-meteorological attributes and processes that are likely to drive catchment runoff under a changing climate, thus enabling the design of tailored climate impact assessments to specific water resource systems.

1. Introduction

Scenario-neutral approaches are being used increasingly to assess the potential impact of climate change on the performance of water resource systems (Brown et al., 2012; Brown and Wilby, 2012; Dessai and Hulme, 2004; Nazemi and Wheater, 2014). These approaches provide useful information for assessing system vulnerability under alternative climate change scenarios, and for defining climatic thresholds at which system performance begins to change abruptly (Brown et al., 2011; Poff et al., 2015). Another unique feature of scenario-neutral approaches is their ability to identify the hydro-meteorological variables that have the greatest impact on the specific water resource system under consideration. This feature is particularly useful to provide guidance for selecting: (1) climate models; (2) strategies to generate fine-scale future rainfall and climate conditions from GCM-based projections (known as statistical downscaling); and/or (3) alternative ‘lines of evidence’ (e.g. expert opinion and data from the paleo-climatic record) that can provide useful information about the future changes in these key variables (Prudhomme et al., 2002; Vano et al., 2015; Wilcke and Bärring, 2016). Ultimately, scenario-neutral approaches can support the development of a more complete set of climate projections that describe how the key variables might change in a greenhouse gas-enhanced climate (Nazemi et al., 2013; Singh et al., 2014; Steinschneider and Brown, 2013; Vano et al., 2015).

Although the general principles underpinning scenario-neutral approaches have been well established (Brown et al., 2012; Dessai and Hulme, 2004; Nazemi and Wheater, 2014; Prudhomme et al., 2010), practical implementations have only appeared in the literature relatively recently (Brown et al., 2012; Culley et al., 2016; Kay et al., 2014; Poff et al., 2015; Prudhomme et al., 2013, 2010; Singh et al., 2014). A key challenge in the
implementation of scenario-neutral approaches is the generation of a set of plausible climate conditions (referred to as the ‘exposure space’; see Culley et al., 2016) to which a system might be exposed in the future. Ideally, this exposure space should consider a range of possible variations not only in the average states of the relevant hydro-meteorological variables, such as annual average rainfall and potential evapotranspiration (see Kay et al., 2014; Prudhomme et al., 2013), but also a number of other attributes for each variable, including extremes, seasonality and intra-annual variability (Meselhe et al., 2009; Moody and Brown, 2013; Prudhomme et al., 2010; Steinschneider and Brown, 2013). In this way, the sensitivity of water resource systems can be tested against a comprehensive range of potential climate changes that can be expected in a greenhouse gas-enhanced climate (Prudhomme et al., 2013; Steinschneider and Brown, 2013).

Despite the benefits of considering a wide range of hydro-meteorological variables and a variety of their attributes, in most previous scenario-neutral studies, climate exposure spaces have been produced with perturbations on a small number of hydro-meteorological variables. In particular, most studies have relied on perturbing annual and/or monthly average rainfall and potential evapotranspiration through the use of simple scaling factors (Kay et al., 2014; Paton et al., 2013; Prudhomme et al., 2013, 2010; Singh et al., 2014). To expand the applicability of scenario-neutral approaches to investigate the implications of changes not only to the averages but also to other attributes of the hydro-meteorological variables of interest, the use of stochastic generators has been proposed. This has been illustrated in Whateley et al. (2014), in which the parameters of a weather generator were perturbed, followed by quantile correction of the generated time series, to achieve a set of pre-specified ‘target’ levels of climate statistics. A challenge with this approach, however, arises with the difficulty to assess a priori which parameters of the stochastic generator should be modified to produce hydro-meteorological time series that represent the different target statistics. This, in turn, potentially leads to insufficient exploration of the exposure space, and the associated risk that key modes of system vulnerability are not explored as part of the scenario-neutral analysis.

A potential way to address this issue was proposed by Guo et al. (2016a), who developed an ‘inverse’ approach to enable stochastic generation of time series that represent pre-specified changes of each hydro-meteorological variable of interest. In this way, the inverse approach enables a range of plausible future climate conditions to be explored, and thus can be used to provide uniform coverage of the exposure space and to serve the needs of comprehensive scenario-neutral climate impact assessments. Although the approach is in principle applicable to perturb any hydro-meteorological variable(s) that can be generated by parametric stochastic generators, Guo et al. (2016a) focused only on perturbing four attributes of rainfall (i.e. average daily rainfall, annual wet days, average dry-spell length and the 99th percentile of daily rainfall). Furthermore, the approach has not yet been utilized as part of a formal application of the scenario-neutral approach.

Therefore, this study aims to extend the applicability of the inverse approach of Guo et al. (2016a) to a wider set of hydro-meteorological variables and their statistics (collectively referred to as ‘hydro-meteorological attributes’), and to apply the synthetic hydro-meteorological time series to test the climate sensitivity of a water resource system. To demonstrate the approach, six attributes that are likely to affect catchment runoff are identified a priori based on system understanding, and a formal correlation and a Sobol’ sensitivity analyses are subsequently applied to identify which of these attributes have the greatest impact on several runoff indices of interest. In doing so, this study greatly expands the applicability of scenario-neutral approaches to a wider range of possible climatic changes, while still focusing the analysis on those attributes that are most relevant for the specific system.

The subsequent sections of this paper are structured as follows. Section 2 introduces the case study catchment and data used to illustrate the scenario-neutral approach. Section 3 describes the methodology used to implement the scenario-neutral approach to identify the key hydro-meteorological attributes for the case study catchment, including a description of (i) the generation of climate exposure spaces with the inverse approach; followed by (ii) a climate stress test on the catchment runoff. Section 4 presents and discusses two sets of results regarding (i) the performance of the inverse approach in terms of its ability to generate the desired climate exposure space; and (ii) the key hydro-meteorological attributes identified to have high impact on catchment runoff. Section 5 discusses the links between the study results to understanding of the specific case study, as well as the study limitations and future work required for designing a more comprehensive scenario-neutral application. The study is summarized and concluded in Section 6.

2. Case study and data

We focused on a case study for the Scott Creek catchment, which is a small (29 km²) catchment located in the southern Mount Lofty Ranges close to Adelaide, South Australia. This catchment was selected as it has been well-studied, is highly sensitive to climatic changes and has minimal anthropogenic modifications (Westra et al., 2014a). The catchment has mean annual rainfall of 892 mm and PET of 1372 mm over the study period from 1995 to 2004. The climate is classified as Mediterranean, exhibiting a winter-dominated rainfall regime with over 75% of the rainfall occurring within the period from July to September (winter and early spring) in an average year. Furthermore, the distribution of runoff is highly skewed, with approximately 30% of the total flow volume contributed from the top 1% of flow days (Westra et al., 2014a).

As part of the scenario-neutral approach, a number of relevant hydro-meteorological attributes need to be selected to construct the climate exposure space (Prudhomme et al., 2013), and these attributes are then run through a hydrological model to assess the implications of changes in each attribute on hydrological response. The emphasis of this study is to assess a larger number of hydro-meteorological attributes than those commonly considered for scenario-neutral studies, and as such, we focused on six hydro-meteorological attributes that could be expected to influence overall catchment response (Table 1). The selection of these attributes were based on a priori understanding of catchment function of the case study (e.g. Westra et al., 2014a), so that they represent the hydro-meteorological characteristics deemed most likely to impact upon runoff in this region. In particular, to

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PD</strong></td>
<td>Daily rainfall intensity averaged over all wet days</td>
<td>6.38 mm/day</td>
</tr>
<tr>
<td><strong>Pex99</strong></td>
<td>99th percentile of daily rainfall over wet days</td>
<td>40.0 mm/day</td>
</tr>
<tr>
<td><strong>PIJA</strong></td>
<td>Daily rainfall intensity averaged over winter (June, July and August)</td>
<td>7.28 mm/day</td>
</tr>
<tr>
<td><strong>T&lt;sub&gt;s&lt;/sub&gt;</strong></td>
<td>Daily average temperature</td>
<td>17.0 °C</td>
</tr>
<tr>
<td><strong>RH</strong></td>
<td>Daily average relative humidity</td>
<td>61.2%</td>
</tr>
<tr>
<td><strong>u&lt;sub&gt;s&lt;/sub&gt;</strong></td>
<td>Daily average wind speed</td>
<td>3.16 m s⁻¹</td>
</tr>
</tbody>
</table>
represent changes to rainfall patterns, we focused on variations in the average wet-day rainfall (PD) as a measure of average rainfall, and the 99th percentile of wet-day rainfall (P99) as a measure of extreme rainfall. Both rainfall attributes are closely related to the detection and attribution of climate change, as described by the Expert Team on Climate Change Detection and Indices (ETCCDI) (Klein Tank et al., 2009). In addition, winter rainfall ([PJJA] was also considered, since a large portion of catchment runoff occurs during this season. Although potential changes in hydro-meteorological variables are usually assumed to influence catchment response via changes to the driving variables of rainfall and PET, it was shown that the manner in which PET is perturbed (and in particular, the meteorological variable used to perturb PET) can have a significant impact on runoff (Guo et al., 2016c). As such, rather than directly modifying PET, we analyzed the effects of changing daily average temperature ($T_a$), relative humidity (RH) and wind speed ($u_z$), which were identified as the key driving variables for PET at the case study location (Guo et al., 2016c). The conversion from potential changes in these driving variables to PET was undertaken using the Penman-Monteith model.

The response of catchment runoff to changes in the various hydro-meteorological attributes was then assessed using the conceptual rainfall-runoff model GR4J, as it has been shown to provide a good representation of underlying physical processes for the case study catchment (Guo et al., 2017; Westra et al., 2014a). To calibrate the model, historical rainfall and runoff data were obtained at the case study catchment. The PET data were estimated using the Penman-Monteith model with historical climate data of temperature, relative humidity, solar radiation and wind speed, using the R package Evapotranspiration (http://cran.r-project.org/web/packages/Evapotranspiration/index.html) (Guo et al., 2016b). Since over 80% of the catchment area is covered by grass (Evans and Jakeman, 1998), the evaporative surface for the entire catchment was assumed to be the reference crop, enabling the FAO-56 version of the Penman-Monteith model (Allen et al., 1998) to be used. The data sources are detailed as below:

1. **Catchment-average rainfall (mm):** Since the catchment is relatively small, daily rainfall data were obtained from a rain gauge within the catchment (Australian Bureau of Meteorology gauge number: 23727) and assumed to represent the catchment-average rainfall.

2. **Daily maximum and minimum temperature ($T_{\text{max}}$ and $T_{\text{min}}$ in °C), maximum and minimum relative humidity (RH$_{\text{max}}$ and RH$_{\text{min}}$ in %) and wind speed ($u_z$ in m/s):** Due to the limited availability of high-quality climate data, data on each of these variables were obtained directly from the Kent Town weather station, which is located approximately 20 km from the catchment outlet.

3. **Daily solar radiation ($R_s$ in MJ/(m$^2$.day)):** Daily solar radiation was calculated from daily sunshine hour data (in hrs) obtained from the Kent Town weather station, using the Ångström-Prescott equation (McMahon et al., 2013), with constants provided in Chiew and McMahon (1991).

4. **Catchment runoff (ML/day):** Daily runoff data were obtained from the gauging stations at the outlet of Scott Creek catchment, and were then converted to mm to represent the catchment-average runoff for each day.

With the abovementioned data, GR4J was calibrated following a 70:30 split-sample calibration (Klemes, 1986), which led to a calibration period from 1995 to 2001, and a validation period between 2002 and 2004. The model illustrated satisfactory performance for both the calibration (NSE of 0.873; relative bias of 0.007) and validation (NSE of 0.855; relative bias of 0.009) periods. In addition to calibrating the rainfall-runoff model, the climate data from the combined calibration and validation period were used as a baseline to produce synthetic hydro-meteorological time series that covered the climate exposure space (baseline values given in Table 1).

To assess the sensitivity of runoff to the scenario-neutral approach, we focused on five key attributes representing different features of runoff for the Scott Creek catchment. These include: the average daily runoff for all days (Qavg), a measure of peak flow as the 99th percentile of daily runoff (P99), a measure of low flow as the 10th percentile of daily runoff (Q10), and the average daily runoff for winter and spring, which contribute to the majority of the annual flow (QJJA and QSON). The definition of each runoff attribute and the corresponding baseline value over the study period is shown in Table 2. Note that differing from conventional hydrological studies, the nomenclature of these runoff attributes was designed to maintain consistency with the ETCCDI indices (Klein Tank et al., 2009) used for rainfall (e.g. Pex99), in which quantile-based indices were based on non-exceedance probabilities. Therefore, Q99 represent the upper 1 percentile of flow, whereas Q10 represents the lowest 10 percent of flow.

### 3. Methods

#### 3.1. Overview

A schematic of the approach followed in this study is shown in Fig. 1. We first generated the climate exposure space, consisting of a large number of combinations of plausible changes in the six selected hydro-meteorological attributes related to rainfall and PET (which are visualized as three arbitrary attributes—A, B and C—in Fig. 1). This was achieved by extending the inverse approach from Guo et al. (2016a). The approach commenced by identifying a plausible range (upper and lower limits) of change for each hydro-meteorological attribute, which was defined as being slightly wider than the uncertainty limits obtained by prior information on likely changes (e.g. from previous climate modelling studies and/or expert judgement). Synthetic hydro-meteorological time series were then simulated using a stochastic weather generator to represent different perturbation levels (Section 3.2).

Using the generated ‘exposure space’ (i.e. the space consisting of plausible future changes in hydro-meteorological attributes), we then conducted a climate stress test for the runoff from the case study catchment. To achieve this, GR4J was used to simulate the responses of the five runoff attributes (summarized in Table 2) to all climate perturbations obtained from the inverse approach. The runoff responses were then assessed to identify the key hydro-meteorological attributes for catchment runoff (Section 3.3), using two separate analyses:

1. The Spearman’s rank coefficient correlations were first estimated between the runoff attributes and the hydro-meteorological attributes included in the climate exposure space, to detect any association between each runoff attribute and each hydro-meteorological attribute; and

### Table 2

**Definitions and baseline values of the five runoff attributes selected to represent the runoff response for the case study catchment.**

<table>
<thead>
<tr>
<th>Runoff attribute</th>
<th>Definition</th>
<th>Average baseline value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qavg</td>
<td>Daily average runoff over all days</td>
<td>0.367 mm</td>
</tr>
<tr>
<td>Q99</td>
<td>99th percentile of daily runoff over all days</td>
<td>5.014 mm</td>
</tr>
<tr>
<td>Q10</td>
<td>10th percentile of daily runoff over all days</td>
<td>0.006 mm</td>
</tr>
<tr>
<td>QJJA</td>
<td>Daily runoff averaged over winter (June, July and August)</td>
<td>0.912 mm</td>
</tr>
<tr>
<td>QSON</td>
<td>Daily runoff averaged over spring (September, October and November)</td>
<td>0.464 mm</td>
</tr>
</tbody>
</table>
2) A Sobol' sensitivity analysis (Sobol' et al., 2007, see Appendix A for details) was then used to assess the relative importance of each hydro-meteorological attribute for each runoff attribute, with the aid of the Sobol' first-order and total-order sensitivity indices. For each runoff attribute, the first-order index for each hydro-meteorological attribute represents the portion of total variance in the runoff attribute that is contributed solely by this hydro-meteorological attribute, whereas the total-order index represents the total effects of this hydro-meteorological attribute plus all its interactions with other hydro-meteorological attributes.

The specific implementation of the approach is further detailed in the sections below.

3.2. Generation of climate exposure space

The generation of the climate exposure space was undertaken in two distinct stages: (1) identification of a large number of combinations of various ‘target levels’ for perturbing each hydro-meteorological attribute to include in the exposure space; and (2) generation of a set of hydro-meteorological time series that corresponds to each target location within the exposure space. Each step is described in turn below.

3.2.1. Selection of the combinations of target levels in the exposure space

The first step in identifying the target values of each attribute was to specify the sampling bounds (i.e. the upper and lower limits of the exposure space), which define the ranges within which to perturb each hydro-meteorological attribute. These were determined based on recent projections of future climate conditions for the case study location by the year 2090 (CSIRO and Bureau of Meteorology, 2015; IPCC, 2014) (Table 3). The bounds were slightly wider than suggested from most climate change projections, to ensure that a comprehensive range of plausible future conditions is included in the exposure space.

Within the plausible bounds, a number of samples were drawn to define different combinations of target levels to perturb each hydro-meteorological attribute within the climate exposure space. The combinations of plausible changes in each hydro-meteorological attribute were sampled independently to ensure sufficient exploration of the entire exposure space. Latin hypercube sampling was used as the sampling method, due to its effectiveness in covering the multi-dimensional sampling space (Osidele...
been shown to capture most of the key features of daily rainfall occurrence: \( p_{dd} \) (dry–dry probability) and \( p_{pwd} \) (wet–dry probability), and two parameters as the rate and shape parameters (\( \alpha \) and \( \beta \)) for the Gamma distribution of rainfall intensity on wet days;

- 312 parameters for the three PET-related meteorological variables, consisting of 104 parameters to define the distribution of each variable. These include: a mean and a standard deviation during wet and dry days, respectively, for each of the 26 intervals;

- Nine parameters defining the correlation structures between the three PET-related meteorological variables, namely: six parameters for the lag-1 cross-correlations and three parameters for the lag-0 cross-correlations. Note that these correlations are for the residuals of the three meteorological variables after accounting for their individual distributions for each of the 26 intervals.

It is worth noting that WGEN was used to generate synthetic rainfall and climate time series to represent perturbed climate conditions, instead of generating replicates of historical data. Therefore, the model did not need to be calibrated to observed time series (i.e. current climate condition), but rather was calibrated through the inverse approach to achieve pre-specified target levels for each attribute. In order to generate hydro-meteorological time series corresponding to each target location, the best-fit parameter set for the WGEN model was identified using optimization. A genetic algorithm (GA) was used as the optimization engine, due to its proven efficiency, particularly for solving high-dimensional optimization problems in hydrological studies (Cheng et al., 2002; Gibbs et al., 2012; Ndiritu and Daniell, 2001; Shafii and De Smidt, 2009).

The objective function to be minimized was:

\[
F_{obj,i} = \sum_{j=1}^{6} \left[ \frac{\left( ATT_{ij} - ATT_{hs} \right)}{ATT_{hs}} \left( ATT_{ij} - ATT_{hs} \right) \right] \times 100 \tag{1}
\]

In Eq. (1), \( j = 1, 2, \ldots, 6 \) for each of the six hydro-meteorological attributes considered in the exposure space (Table 1), and \( i = 1, 2, \ldots, n \) for \( n \) combinations of target levels in the exposure space, which corresponds to the number of samples within the exposure space (i.e. 19200, as mentioned in Section 3.2.1). For the \( j \)th hydro-meteorological attribute in the exposure space (\( ATT_{ij} \), \( ATT_{ij} \) represents the \( j \)th target value and \( ATT_{ij} \) represents the corresponding simulated value from the stochastic generator. Since different attributes are likely to have different magnitudes, the difference between a target level and the corresponding simulated level is represented as a percentage change relative to its baseline value (\( ATT_{hs} \)) (Table 1) to ensure consistent scales across attributes during the optimization process.

When simulating the rainfall time series, since only changes in rainfall intensity were included in the exposure space (Table 1), the probability parameters (\( p_{dd} \) and \( p_{pwd} \)) that determine the rainfall occurrences were fixed at historical levels during the optimization process. To simulate the rainfall intensity for each season, both non-negative Gamma parameters (\( \alpha \) and \( \beta \)) were required, leading to a total of eight parameters to be determined. During the optimization process each of these parameters was varied within a range of \( 10^{-2} \) to 10. This range was identified from preliminary experiments as the optimal range for 1) quick convergence of the optimization algorithm; and 2) generation of realistic daily rainfall intensity values.

### Table 3
Sampling bounds of the six hydro-meteorological attributes included in the exposure space.

<table>
<thead>
<tr>
<th>Hydro-meteorological attribute</th>
<th>Sampling bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD</td>
<td>~30 to +10%</td>
</tr>
<tr>
<td>Pcoh99</td>
<td>0 to +30%</td>
</tr>
<tr>
<td>PJA</td>
<td>~40 to 0%</td>
</tr>
<tr>
<td>( T_{a} )</td>
<td>+2 to 6°C</td>
</tr>
<tr>
<td>RH</td>
<td>~10 to +5%</td>
</tr>
</tbody>
</table>

and Beck, 2001; Sieber and Uhlenbrook, 2005; Tang et al., 2007). The numbers of samples to be included in the climate exposure space was determined according to the requirement of the Sobol’ sensitivity analysis, which needs to ensure the convergence of the estimates of the Sobol’ first-order and total-order sensitivity indices (as per Eqs. (A2) and (A5) in Appendix A, respectively) (Nossent et al., 2011; Zhang et al., 2015). As suggested in Zhang et al. (2015), for a particular sample size, convergence can be checked by performing 1000-fold bootstrap resampling for the estimation of the Sobol’ indices, from which the mean and the 95% confidence intervals for these indices can be calculated for each input variable. Convergence is achieved if, for the input variable with the highest sensitivity, the width of 95% bootstrap confidence intervals of both of its Sobol’ indices are below 10% of the corresponding means obtained from bootstrapping.

To determine the Latin hypercube sample size required by the Sobol’ analysis, we generated different numbers of samples, which were then translated to the corresponding numbers of hydro-meteorological time series to simulate runoff responses as detailed in Section 3.2.2. We then estimated the Sobol’ indices for these different Latin hypercube sample sizes, and tested them against the convergence conditions as specified in Zhang et al. (2015). It was observed that convergence for both Sobol’ indices occurred when the sample size exceeded 2400, which was thus selected as the Latin hypercube sample size for the Sobol’ sensitivity analysis. Note that for performing the Sobol’ analyses for \( p \) input variables, the input samples of size \( n \) are required to be re-sampled to form a Sobol sequence with \( n \times (p + 2) \) elements, as detailed in Appendix A. That is, the 2400 unique Latin hypercube-derived perturbation levels in each of the six hydro-meteorological attributes were combined differently with each other, which ultimately formed a climate exposure space consisting 19200 samples.
For temperature, relative humidity and wind speed, since only changes in average conditions were considered within the exposure space (Table 1), during the optimization only the mean values for wet days and dry days for each variable were varied within the corresponding plausible ranges, as defined in Table 3. To minimize the number of parameters to optimize, all other parameters, namely the standard deviation and the correlations among residuals, were fixed at corresponding historical values. Therefore, in order to generate a set of time series for these three meteorological variables, six parameters needed to be determined during the optimization process.

The optimization for each target location proceeded as follows.

A wet-/dry-day sequence was first generated with the historical rainfall occurrence parameters of WGEN. Following this, four sequential optimization steps were conducted to search for the remaining WGEN parameters, aiming to fit specific target levels of different attributes. These steps consisted of:

1. Optimizing for the best $\alpha$ and $\beta$ parameters from the gamma distribution, which yielded the target levels of both PD and Pext99 simultaneously. It is worth mentioning that the winter $\beta$ used for each iteration was determined with an additional layer of optimization to achieve the target level of $P_{JJA}$, while all other $\alpha$ and $\beta$ values were sampled randomly;
2. Optimizing for the best mean wet- and dry-day temperature for WGEN, to obtain the target level of $T_a$;
3. Optimizing for the best mean wet- and dry-day relative humidity for WGEN, to obtain the target level of RH; and
4. Optimizing for the best mean wet- and dry-day wind speed for WGEN, to obtain the target level of $u_s$.

The convergence criterion was set to a value of 0.1 for the objective function (Eq. (1)). In addition, as suggested in Guo et al. (2016a), during these optimization processes, the random seed of the stochastic generator was held constant. This was due to the consideration that the stochastic generator can introduce random behavior to the generated hydro-meteorological time series, which can mislead the optimization algorithm and thereby slow down the optimization process. Therefore, fixing the random seed ensured that any changes in objective function values from one iteration of the optimization process to the next were solely due to changes in the optimization decision variables (i.e. the model parameters), rather than a combination of these changes and any randomness introduced by the stochastic generator.

Following the above-mentioned optimization process, we first identified 19200 sets of best-fit WGEN parameters, corresponding to each sample point included in the climate exposure space (Section 3.2.1). We then used these parameter sets to generate 19200 sets of synthetic time series for rainfall and other hydro-meteorological variables with WGEN. The synthetic daily time series of rainfall from WGEN were used as a direct input to the calibrated GR4J model. The generated time series for the three PET-related meteorological variables (temperature, relative humidity and wind speed) were used to estimate daily PET with the Penman-Monteith model, and then fed into the calibrated GR4J model (Section 2). It is worth noting that the Penman-Monteith model requires both daily maximum and minimum time series for temperature and relative humidity as inputs. Therefore, the daily perturbations to each pair of temperature and relative humidity variables were determined by the differences between the synthetic and observed time series of daily average temperature and relative humidity. To ensure physical plausibility of the perturbations, the daily maximum and minimum values of relative humidity were capped at 100%. In addition, since solar radiation was not a meteorological attribute included in the exposure space, the historical solar radiation time series were used for estimating all sets of perturbed PET time series.

3.3. Climate stress test on catchment runoff

With the synthetic rainfall and PET time series obtained from Section 3.2, the calibrated GR4J model was run to simulate the corresponding catchment runoff. To identify the key hydro-meteorological attributes that influence catchment runoff, we first used scatter plots to visualize the association between the runoff responses and the perturbations in each hydro-meteorological attribute, with 19200 sets of synthetic hydro-meteorological time series. The Spearman’s rank correlation coefficient between each runoff attribute and each hydro-meteorological attribute was also calculated to indicate the strength of the relationship between attributes. We then conducted the Sobol’ analysis with the 19200 sets of hydro-meteorological time series and the corresponding runoff time series, to assess the relative importance of each hydro-meteorological attribute in influencing each runoff attribute. This analysis was implemented within the R package sensitivity (https://cran.r-project.org/web/packages/sensitivity/index.html). Both the Sobol’ first- and total-order sensitivity indices for each runoff attribute were estimated (as Eqs. (A2) and (A5) in Appendix A, respectively), which indicate how much the total variance of the runoff was due to the individual contribution of each individual hydro-meteorological attribute and how much of this was due to the interactions among multiple attributes.

4. Results

4.1. Performance of inverse approach

The performance of the inverse approach in terms of its ability to generate the desired climate exposure space (Section 3.2) is shown in Fig. 2, as pairs plots of the sampled changes relative to the baseline level for each of the six hydro-meteorological attributes (as specified in Table 1). We illustrate this with the 2400 samples obtained from Latin hypercube sampling, as it consists of fewer samples than the full sample set included in the exposure space (19200 samples), and therefore allows for clearer visualization. As can be seen, the inverse approach is effective in producing the desired target sampling locations, with all samples falling within the bounds of the exposure space (as defined in Table 3). In addition, the coverage of the climate exposure space is relatively uniform, with low correlations (i.e. independence) between each pair of hydro-meteorological attributes. Therefore, the exposure spaces generated with the inverse approach enable us to assess the sensitivity of catchment runoff to a wide range of plausible climate conditions.

4.2. Key hydro-meteorological attributes for catchment runoff

4.2.1. Spearman’s rank correlation coefficients

The responses of the five runoff attributes to the 19200 sets of perturbed hydro-meteorological attributes within the exposure space are plotted in Fig. 3, as percentage changes relative to the corresponding baseline levels. The correlation between each runoff attribute and each hydro-meteorological attribute is summarized in Table 4 in terms of Spearman’s rank correlation coefficients ($\rho$), with bolded figures indicating correlations that are significant at a 0.05 level ($p < 0.05$). Overall, the runoff attributes show strongest correlations with $P_{JJA}$, followed by the PD. Also, common to all runoff attributes is that the three hydro-meteorological attributes related to PET ($T_a$, RH and $u_s$) generally have very low correlations
Fig. 2. Climate exposure space consisting of 2400 Latin hypercube samples generated with the inverse approach, described as a percentage change for PD, Pex99, PJJA, RH and $u_z$, and absolute changes for $T_a$ (in °C), relative to the corresponding baseline levels (Table 1). The lower-left triangle displays pairwise Spearman’s correlation coefficients.

Fig. 3. Responses of the five runoff attributes (as percentage changes relative to the baseline levels) to 19200 perturbations of the six hydro-meteorological attributes considered in the exposure space.
with the runoff attributes, with the absolute magnitudes of most $\rho$ less than 0.1.

Table 4 shows that the Spearman correlation coefficients vary across different runoff attributes. However, a common pattern is observed within the runoff attributes that are related to high flows, as they all display strong associations with winter rainfall. Specifically, $Q_{avg}$, $Q_{99}$ and $Q_{JJA}$ all show high correlations with $P_{JJA}$ (with $\rho$ values of 0.725, 0.836 and 0.789, respectively, which are all significant at the 0.05 level), with strong near-linear relationships illustrated in Fig. 3. Following $P_{JJA}$, the second most influencing hydro-meteorological attribute is $PD$ for $Q_{avg}$ and $Q_{JJA}$ (with correlation coefficients of 0.305 and 0.153, respectively, significant at the 0.05 level), whereas $Q_{99}$ shows a significant correlation with $P_{ex99}$ ($\rho = 0.175$). This indicates that it is the seasonality of the rainfall, rather than the total annual rainfall per se, that appears to be the strongest driver for most of the runoff attributes considered. This applies equally for extreme runoff ($Q_{99}$), which is shown to be much more sensitive to winter rainfall than to extreme rainfall of the same quantile (i.e. $P_{ex99}$).

In contrast to the above finding, as an indicator of low flow, $Q_{10}$ illustrates a somewhat opposite pattern to those shown for $Q_{avg}$, $Q_{99}$ and $Q_{JJA}$, as it displays the highest correlation with $PD$ ($\rho = 0.783$), followed by a moderate negative correlation with $P_{JJA}$ ($\rho = -0.398$). Another contrasting response is observed in $Q_{SON}$, which does not show a particularly high correlation with any rainfall attribute. The strongest correlation is with $P_{JJA}$, with a correlation coefficient of only 0.453. In addition, $ET$ shows a greater impact on $Q_{SON}$ compared with other runoff attributes, with $T_a$ showing a $\rho$ value of $-0.128$. The higher sensitivity of runoff to temperature during spring can be a combined result of fuller catchment storage and rising temperature in this season.

It is worth noting that $Q_{10}$ shows negative correlations with $P_{JJA}$ and $P_{ex99}$, which is likely to be explained by the method of climate perturbation: as multiple rainfall attributes have been perturbed at the same time during the inverse approach, for a specific average rainfall intensity ($PD$), an increase in winter/extreme rainfall ($P_{JJA}$/ $P_{ex99}$) has to be achieved by reducing the low rainfall intensity and/or rainfall during the drier seasons, which is likely to lead to a decrease in low flow ($Q_{10}$).

4.2.2. Sobol’ sensitivity analysis

Having assessed the correlations between the five runoff attributes and the six hydro-meteorological attributes included in the exposure space, we now quantify the relative importance of each attribute for the runoff attributes by using the Sobol’ indices. The Sobol’ first-order indices of each hydro-meteorological attribute, as well as their interactions, are presented in Fig. 4, and are plotted against the five different runoff attributes. For each runoff attribute, the sum of the first-order indices for all hydro-meteorological attributes, and the total effect of their interactions, equals one (as in Eq. (A6) in Appendix A).

Consistent with the correlation results in Section 4.2.1, the first-order indices generally suggest that the two most important hydro-meteorological attributes for runoff are $P_{JJA}$, followed by $PD$. Again, the runoff attributes that are related to high flows show similar sensitivity patterns. Specifically, for $Q_{avg}$, $Q_{99}$ and $Q_{JJA}$ the first-order indices of $P_{JJA}$ always exceed 0.5 (0.513, 0.757 and 0.634, respectively), indicating that more than half of the variation in the responses of each of these runoff attributes is contributed by perturbations in $P_{JJA}$. Following $P_{JJA}$, $PD$ is the second most important variable for $Q_{avg}$ and $Q_{JJA}$ (with index values of 0.161 and 0.086, respectively), while $P_{ex99}$ is the second most important variable for $Q_{99}$ (with an index value of 0.052).

In contrast to $Q_{avg}$, $Q_{99}$ and $Q_{JJA}$, the first-order indices for $Q_{10}$ suggest that $PD$ is the dominant variable (with an index value of 0.548), whereas for $Q_{SON}$, the importance of $PD$, $P_{ex99}$ and $P_{JJA}$

Table 4

<table>
<thead>
<tr>
<th></th>
<th>PD</th>
<th>$P_{ex99}$</th>
<th>$P_{JJA}$</th>
<th>$T_a$</th>
<th>RH</th>
<th>$u_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_{avg}$</td>
<td>0.305</td>
<td>0.008</td>
<td>0.725</td>
<td>-0.073</td>
<td>0.051</td>
<td>0.002</td>
</tr>
<tr>
<td>$Q_{99}$</td>
<td>-0.039</td>
<td>0.175</td>
<td>0.836</td>
<td>-0.055</td>
<td>0.038</td>
<td>0.01</td>
</tr>
<tr>
<td>$Q_{10}$</td>
<td>0.783</td>
<td>-0.103</td>
<td>-0.398</td>
<td>-0.054</td>
<td>0.051</td>
<td>-0.011</td>
</tr>
<tr>
<td>$Q_{JJA}$</td>
<td>0.153</td>
<td>-0.01</td>
<td>0.789</td>
<td>-0.059</td>
<td>0.036</td>
<td>0.007</td>
</tr>
<tr>
<td>$Q_{SON}$</td>
<td>0.158</td>
<td>0.12</td>
<td>0.453</td>
<td>-0.128</td>
<td>0.094</td>
<td>-0.017</td>
</tr>
</tbody>
</table>

Fig. 4. Sobol’ first-order sensitivity of the five runoff attributes to changes in the six hydro-meteorological attributes (colored) and their interaction effects (grey). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
are of similar magnitude (with index values of 0.058, 0.143 and 0.146, respectively). Lastly, \( T_a \), \( RH \) and \( u_z \) all show first-order indices below 0.03 for all runoff attributes, which again indicates low impact of PET-related changes on runoff.

In addition to providing confirmation of the results obtained using the correlation analysis (Section 4.2.1), the Sobol’ analysis also provides information on the interactions among the six hydro-meteorological attributes (grey bars in Fig. 4). As can be seen, the two runoff attributes that are least affected by these interactions are \( Q99 \) and \( QJJA \), with both interaction terms having values below 0.25. In contrast, the interactions are slightly higher for \( Qavg \) (0.285) and \( Q10 \) (0.284), and significantly higher for \( QSON \) (0.660), with more than 60% of the total variance contributed by interactions, rather than changes in individual hydro-meteorological attributes.

The interaction effects are also reflected in Fig. 5, which shows the Sobol’ total-order sensitivity indices of the six hydro-meteorological attributes for each runoff attribute. For each runoff attribute, the total-order index of each hydro-meteorological attribute represents the sum of its individual effect and all its interactions with other hydro-meteorological attributes (as in Eq. (A5), Appendix A). For example, the total-order index of \( Qavg \) to \( PD \) indicates not only the individual effect that \( PD \) has on \( Qavg \), but also the effects of all interactions among \( PD \) and the other five hydro-meteorological attributes. Therefore, comparing the total order index with the first-order index (in Fig. 4) can help us to assess the magnitude of the interaction effects from each hydro-meteorological variable in influencing runoff. By comparing Figs. 5 to 4, it is clear that the most distinct differences between the total order and the first-order indices are for \( QSON \), with much higher total-order indices to \( PD \), \( Pex99 \) and \( PJJA \) (0.749, 0.328 and 0.588, respectively) compared to their corresponding first-order indices (as 0.058, 0.143 and 0.146, respectively). Consistent with Fig. 4, this highlights the importance of the interactions among the three hydro-meteorological attributes for \( QSON \), in which the relative importance of the interaction effects exceed that of any individual attribute.

5. Discussion

5.1. Linking the results with catchment characteristics

This study sought to expand the scope of scenario-neutral studies to consider possible changes in a broader range of hydro-meteorological attributes, to account for not only mean changes in key atmospheric drivers but also the extremes and seasonality. The results from the correlation and Sobol’ sensitivity analyses presented in Section 4 highlight the relative importance of the various hydro-meteorological attributes considered for simulated runoff generation for the Scott Creek catchment, which clearly reflect the unique catchment characteristics. As illustrated in both analyses, winter rainfall (\( PJJA \)) was found to be a key hydro-meteorological attribute for this catchment, and has a substantial impact on the average and extreme runoff (\( Qavg \) and \( Q99 \)) as well as the winter runoff (\( QJJA \)). The high sensitivity of average runoff to changes in winter rainfall clearly illustrates the winter-dominated nature for both rainfall and runoff in the Scott Creek catchment, which is consistent with previous literature (Westra et al., 2014a, b). This high sensitivity in winter also indicates the importance of high antecedent soil moisture for a small-sized catchment, which influences the conversion from rainfall to runoff such that a unit of rain falling in winter leads to much greater runoff than a unit of rain falling in summer. Interestingly, the extreme runoff was found to be much more sensitive to the winter rainfall than to the extreme rainfall (\( Pex99 \)), highlighting that accumulations of continuous rainfall events over winter are likely to have higher impacts on runoff compared to individual extreme rainfall events. In contrast to the abovementioned, runoff attributes that are related to the high flows, the low flow (\( Q10 \)) is dominantly driven by average rainfall (\( PD \)), which reflects the heavy-tailed nature of the distribution of daily runoff.

The results also suggest that potential changes in PET generally have a low impact on runoff from the Scott Creek catchment. This is likely to be related to the water-limited nature of the catchment, for which the long-term average rainfall is substantially lower than the long-term average PET (McVicar et al., 2010). From a water-balance perspective, since PET represents the upper limit of actual ET (AET), the AET from such a water-limited catchment is likely to be lower than PET for the majority of the year, which leads to low sensitivity of AET to any changes in PET. Among the three PET-related hydro-meteorological variables, \( T_s \) shows the highest impact on runoff, which is consistent with a previous finding, which showed that temperature is the most important driver affecting PET in the case study catchment (Guo et al., 2017). Although some of the dominant features of runoff response are well known (e.g. the catchment sensitivity to winter rainfall), others are somewhat more surprising, such as the importance of winter rainfall rather than extreme rainfall in driving extreme flow.
(defined as the 99th percentile daily rainfall and flow, respectively). The consistency of the study results with this a priori understanding provides a way of verifying the modelled runoff sensitivity and correlation with its driving hydro-meteorological attributes. Furthermore, the study results also illustrate potential new insights into the hydrological controls on catchment response, which highlights the value of applying scenario-neutral analysis as a means of improving the current understanding of catchment characteristics, as well as identifying the key attributes that would be expected to affect hydrological response under a changing climate, for any particular catchment.

The above results also highlight the importance of considering various attributes for each hydro-meteorological variable, such as sub-annual features and extremes, in the design of climate exposure spaces for scenario-neutral approaches. For example, the seasonal results are particularly pertinent for Scott Creek catchment, as projections for climate change suggest potentially much stronger seasonal changes compared to annual average changes, with higher projected declines for rainfall during the wet (i.e. winter) months compared to all other seasons (CSIRO and Bureau of Meteorology, 2015; IPCC, 2014). Therefore, this study has made an important advance to previous implementations of scenario-neutral approach, by starting to incorporate seasonal changes in hydro-meteorological attributes in a realistic manner (i.e. via a weather generator). However, despite the insights obtained from analyzing six hydro-meteorological variables in this scenario-neutral analysis, the full range of potential changes are likely to be much greater (e.g. including other types of seasonal changes, modifications in rainfall intermittency and number of wet days, and so on) and these have not been explored in the current study. This is a key limitation which will be further discussed in the subsequent section.

5.2. Limitations and future works

As one of the initial implementations to explore a more complex exposure space in scenario-neutral approaches, this study focuses on illustrating the capacity of the improved scenario-neutral approach with a simplified study design. It is therefore important to acknowledge the limitations that are likely to affect the results. We first illustrate how the limitation of considering only six hydro-meteorological attributes in the exposure space can affect the study results. As can be seen in Fig. 4, spring runoff (QSON) shows substantial sensitivity to interactions among the hydro-meteorological attributes, which exceeds that for any individual attribute. An obvious interpretation of these results is that spring runoff is driven by more complex processes that involve non-linear interactions of the hydro-meteorological attributes, under the assumption that all key hydro-meteorological attributes that influence spring runoff have been included in the climate exposure space. However, an alternative explanation is provided in Fig. 6, which is an expanded version of Fig. 3, in which the corresponding PSON obtained from each of the 19200 generated rainfall time series used in the correlation analyses is also shown. It is clear that QSON shows a strong correlation with PSON. This indicates that the changes in QSON are likely to be predominantly driven by PSON, which changes as a result of perturbing other hydro-meteorological attributes with the stochastic generator. However, since PSON was not considered in our design of the climate exposure space and was not sampled together with the other hydro-meteorological attributes, these impacts from varying PSON were not recognized by the Sobol’ analysis. Since all first-order indices and interaction effects sum up to one for QSON, the possible ‘missing’ individual effect of PSON leads to an increase in the portion of interaction effects identified for QSON from the Sobol’ analysis, as illustrated in Fig. 4.

The potential impact of omitting the spring rainfall illustrates that the exclusion of relevant hydro-meteorological attributes in the exposure space can lead to misinterpretation of the sensitivity results obtained from scenario-neutral approaches. Therefore, it is expected that for designing a more comprehensive scenario-neutral assessment of potential climate impacts, the climate exposure space should be expanded by considering a greater number of rainfall and other hydro-meteorological attributes. This is particularly important for catchments with highly seasonal variations in rainfall and streamflow regimes, as they are likely to be driven by different hydrological processes during different seasons and thus respond differently to changes in hydro-meteorological conditions across seasons (e.g. Barnett et al., 2005; Chang and Jung, 2010; Sorg et al., 2012). Besides, statistics related to variance, persistence and extremes are likely linked with the occurrence of extreme events such as floods and droughts (Bewket and
Conway, 2007; Müller et al., 2009) and should thus also be considered. With all these considerations, a persisting question for future implementations of the scenario-neutral approach will be whether a sufficient number of hydro-meteorological attributes has been considered. As a starting point, it is reasonable to utilize any prior knowledge of important hydro-climate processes for the case study, as well as future projections that might suggest critical changes in some hydro-meteorological attributes. To improve the comprehensiveness of the approach, there is a potential need of some iterative approach, as illustrated in the abovementioned example with spring rainfall. Nevertheless, the scenario-neutral framework is showing the capability to incorporate a large number of hydro-climatic attributes, which is critical to drive a comprehensive climate impact assessment for particular case studies.

In some cases, the structure of the stochastic weather generator can provide a limitation on the number of attributes that can be modified as part of developing an exposure space. This can be potentially improved by considering more advanced techniques to generate synthetic climate time series. These include alternative choices of stochastic weather generators that are more complex and flexible than the WGEN illustrated in this study. An example of such a weather generator is the UK Climate Projections (UKCP09) weather generator, which uses a Neymann-Scott Rectangular Processes (NSRP) rainfall generator, for its good performance in modelling the clustered nature of rainfall occurrence; once the rainfall time series is generated, other hydro-meteorological time series can be generated with distribution models depending on the wet/dry status of not only the current but also the preceding day (Jones et al., 2011; Kilby et al., 2007). Other parametric models for statistical downscaling that can also be employed within this framework, such as the Decision Centric version of the Statistical DownScaling Model (SDSM-DC), which enables manipulation of various statistics of the observed rainfall and climate time series, including wet/dry day occurrence, mean, variance and temporal trend (Wilby et al., 2014). The parametric nature of these methods means that they can also be optimized as illustrated for WGEN in this study, and thus can be easily incorporated into the scenario-neutral framework. It is expected that these more flexible climate perturbation models can greatly expand the capacity of scenario-neutral approaches, so that a larger number of hydro-meteorological attributes can be considered with higher levels of constraints imposed within each climate time series (e.g. perturbing seasonal and monthly attributes and extremes within the same time series).

It is worth noting that the above-mentioned improvements in climate perturbation can be associated with substantial increases in the difficulty as well as computational effort for the optimization processes used in implementing the scenario-neutral approach. This can be firstly caused by the use of more flexible models for climate perturbation, which generally include a larger number of parameters (Jones et al., 2011; Kilby et al., 2007; Semenov, 2007; Wilby et al., 2014), resulting in larger search spaces for the optimization process and therefore making it more difficult to determine the parameter sets used for constructing the climate exposure space. Furthermore, the optimization process is also more difficult and computationally expensive as the consideration of more hydro-meteorological attributes also requires the inclusion of more constraints on the time series for each hydro-meteorological variable. For example, in this study, we have considered a number of plausible changes in three rainfall attributes as statistics from a single rainfall time series (i.e. the average and 99th percentile of rainfall intensity, and winter average values). This was achieved by implementing the staged optimization processes outlined in Section 3.2.2. However, once the number of hydro-meteorological attributes to consider increases, more systematic approaches should be designed to maintain reasonable efficiency of optimization. These challenges warrant future studies on seeking to balance the capability of climate perturbation and computational effort.

Since the study results represent sensitivity of simulated runoff, an additional issue relates to the extent to which hydrological modelling is able to simulate catchment response under perturbed climates. This issue was raised in several previous papers (Coron et al., 2012; Kirchner, 2006; Wagener et al., 2003; Westra et al., 2014a), which highlight that catchment models calibrated to one climate regime (e.g. the historical climate) may not perform as well under changed climate regimes, due to issues related to model realism and parameter non-stationarity. Therefore, although GR4J has shown reasonable performance against the historical climate in Scott Creek (Guo et al., 2017; Westra et al., 2014a,b), the model may under- or over-estimate hydrological sensitivity to modified climate regimes, as this aspect of model performance has undergone limited evaluation under a changing climate. Therefore, a comprehensive application of the scenario-neutral approach should consider simulations from a number of structurally different rainfall-runoff models, which include models with alternative lumped structures (e.g. Oudin et al., 2005), as well as physically-based models with more explicit representation of specific hydrological processes (e.g. base flow and inter-flow), and/or detailed consideration of catchment heterogeneity (e.g. land cover types, grid cells and vertical layers) (Clark et al., 2011; Harrigan et al., 2014). Furthermore, the plausibility of these modelled results can be further verified with historical observations over time periods of sufficient length, via model-independent method such as elasticity analysis (Fu et al., 2011; Prudhomme et al., 2015). Although considering these alternative conceptualizations and representations of physical processes cannot guarantee that the models successfully represent all possible changes in catchment runoff, using an ensemble of modelling approaches can greatly enhance our understanding of the plausible range of runoff responses to potential climate change conditions.

6. Conclusions

In this study, we illustrated a formal implementation of the scenario-neutral approach, in order to identify the key climatic attributes influencing different runoff attributes from the Scott Creek catchment in South Australia. To achieve this, we first extended the applicability of a recently developed inverse approach to enable stochastic generation of a climate exposure space, which enables generation of synthetic time series to represent plausible future changes in a large number of hydro-meteorological variables and their attributes. Specifically, we generated time-series for: (1) rainfall, to represent plausible future changes in its average conditions, extremes and seasonal patterns; and (2) three meteorological variables related to PET (i.e., temperature, relative humidity, and wind speed), to represent plausible changes in their mean values. With these synthetic hydro-meteorological time series, we simulated potential changes in catchment runoff with a conceptual rainfall–runoff model, GR4J. By investigating the relationships between runoff responses and perturbations in each hydro-meteorological attribute using both correlation and Sobol’ sensitivity analyses, we identified the key hydro-meteorological attributes that can greatly influence different runoff attributes from the catchment considered.

The results from this study show that different runoff attributes are dominated by changes in the rainfall attributes, while the PET-related variables have a relatively minor effect. Specifically:

- The runoff attributes that are related to high-flow, namely average runoff, extreme runoff and winter runoff, show substantial sensitivity to winter rainfall, followed by average rainfall;
The runoff attribute that is related to low-flow is mainly affected by changes in average rainfall; and

Spring runoff displays higher sensitivity to the interactions among the rainfall attributes, compared with any individual contributions, possibly as a result of the insufficient number of hydro-meteorological attributes considered in the case study.

The key hydro-meteorological attributes highlighted for different runoff attributes are closely linked to the unique characteristics of the case study catchment, which exhibits significant seasonal variations in not only the rainfall and runoff, but also the key processes involved in converting rainfall to runoff. These results also highlight the need to design individual implementations of scenario-neutral approaches for specific case studies, as different water resource systems are likely to be driven by different hydro-meteorological attributes and key processes (e.g., Gaál et al., 2012; Merz and Blöschl, 2009; van der Kamp et al., 2003), which can lead to identification of different sets of key hydro-meteorological attributes for each individual system. The unique features of individual catchments mean that findings for the Scott Creek catchment are difficult to translate to other catchments, potentially even those with relatively similar hydro-climatic features of individual catchments mean that findings for the Scott Creek catchment are difficult to translate to other catchments, with the ultimate goal being to extend the scenario-neutral concept to a comprehensive range of possible future climates.
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Appendix A.

Sobol’ sensitivity analysis (Sobol’ et al., 2007)

Sobol’ is considered a variance-based method, in which the total variance in a model output due to changes in its inputs is estimated with a Monte-Carlo approach. To estimate the variances, a large number of samples is firstly drawn by varying all input variables at the same time, and then a Sobol sequence is constructed by re-sampling from within these Monte-Carlo samples (Saltelli et al., 2010). According to Sobol’ et al. (2007), to estimate the Sobol’ first-order and total-order indices with a Monte-Carlo sample size of n consisting of p input variables, a Sobol sequence with a total of n × (p + 2) samples is required, i.e. with n × (p + 2) model evaluations.

The total variance of model output is partitioned to the contribution of each individual input variable (i.e. first-order effects), as well as their interactions (i.e. higher-order effects), as follows (equation adapted from Zhang et al., 2015):

\[ V_p = \sum_{i=1}^{p} V_i + \sum_{i<j} V_{ij} + \sum_{i<j<k} V_{ijk} \ldots + V_{1...p} \]  

(A1)

Individual effects

Interactions

The outputs from the Sobol’ method comprise (equations adapted from Nossent et al., 2011):

1) First-order sensitivity index, which quantifies the individual contribution of each input variable to the total variance of the model’s output:

\[ S_i = \frac{V_i}{V} \]  

(A2)

2) Second- and higher-order sensitivity indices, which quantify the contribution of interactions among two or more input variables to the total variance of the model’s output:

For second – order:

\[ S_{ij} = \frac{V_{ij}}{V} \]  

(A3)

For higher – order:

\[ S_{i_1...i_p} = \frac{V_{i_1...i_p}}{V} \]  

(A4)

3) Total sensitivity index, which quantifies the contribution of each input variable, including its individual effect, as well as all its interactions with other input variables, to the total variance of the model’s output:

\[ S_i = S_i + \sum_{j} S_{ij} = 1 - \frac{V_i}{V} \]  

(A5)

From Eqs. (A1)–(A4), the sum of individual effects of all input variables and all their interactions equals one (adapted from Zhang et al., 2015):

\[ 1 = \sum_{i=1}^{p} S_i + \sum_{i<j} S_{ij} + \sum_{i<j<k} S_{ijk} \ldots + S_{1...p} \]  

(A6)
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